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Abstract—We show that dispersion effects due to local velocity gradients and transverse molecular diffusion in
chromatographs and chemical reactors can be better described in terms of averaged models that are hyperbolic in the
longitudinal coordinate and time, and with an effective local time or length scale in place of the traditional axial
dispersion coefficient. This description not only eliminates the use of artificial exit boundary conditions but also
inconsistencies such as upstream propagation and infinite speed of signals associated with the traditional parabolic
averaged models. We also show that the hyperbolic models can describe dispersion effects accurately and have a much
larger region of validity in the physical parameter space compared to the traditional parabolic models. Our method of
obtaining averaged models from the governing partial differential equations is based on the Lyapunov-Schmidt tech-
nique of classical bifurcation theory and is rigorous. We illustrate our approach using three well known chemical
engineering problems.
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INTRODUCTION to make certaila priori assumptions on the length and time scales
of reaction, diffusion and convection and apply the conservation
Mathematical models that describe the steady-state and transieptinciples only at the macroscopic level. For example, under the
behavior of chromatographs and reactors are obtained by combimssumption of perfect mixing or no spatial gradients, the model for
ing the conservation laws (continuity, momentum, species, and era continuous-flow stirred tank reactor (CSTR) consists of ordinary
ergy balances) with the various constitutive equations for the transdifferential equations describing the species and energy balances.
port and rate processes (adsorption, desorption, reaction, etc). D&imilarly, the model for a single solute adsorption column under
pending on the simplifications, or assumptions made and the levethe assumption of flat velocity profile, no radial diffusion and local
of detail included at various length and time scales, these modelequilibrium consists of a single hyperbolic equation describing the
can vary in complexity as well as the number of physico-chemicalsolute concentration in the fluid phase [Rhee et al., 1986]. The as-
parameters describing the phenomenon of interest. In addition, dusumptions made in developing such simplified low-dimensional
to the strong coupling between the transport and rate processes and thedels usually ignore some important physics at small scales that
dependence of the kinetic and transport rates on the state variablesn influence the macroscopic behavior (e.g., exit conversion or
the model equations are usually highly nonlinear and are known t@electivity in a reactor). When the predictions of such ad-hoc mod-
exhibit a variety of complex spatio-temporal patterns. For most casesls do not match with experimental results, the low-dimensional
of practical interest, even with the present day computational powemodels are modified by expanding the degrees of freedom by us-
it is impractical to solve such detailed models and explore all theng concepts such as residence time distribution, non-ideal flow and
different types of solutions that exist in the multi-dimensional pa- mixing, and introducing empirical constants such as effective axial
rameter space. Even in cases where detailed solutions are obtainelispersion coefficients. The short-comings of this approach (such
the numerical results do not provide directly the results an engineeaais the dependence of the effective dispersion coefficients on the
is usually interested in, such as the average exit conversion of a ré&inetic parameters and inconsistencies such as infinite propagation
actant or the propagation speed of a thermal or concentration fronspeed of signals even in convection dominated systems) have been
unless some averaging or coarse-graining is done on the numericadcognized recently.
results. Accurate low-dimensional models in terms of average and In this work, we demonstrate a systematic method for obtaining
measurable variables, such as the cup-mixing temperature or cotew-dimensional models by relaxing some ofdheriori assump-
centration, are desired for the purpose of design, control and opttions. We start with more detailed models based on the fundamen-
mization of chemical processes. tal laws and take advantage of the separation of the length or time
The usual procedure in chemical engineering to develop low-scales to average (or reduce the spatial degrees of freedom) to ob-
dimensional or averaged models of reactors and chromatographstain low-dimensional averaged models. Our method of averaging is
rigorous and is based on the Lyapunov-Schmidt technique of classi-

To whom correspondence should be addressed. cal bifurcation theory. Intuitively speaking, our method of averag-
E-mail: bala@uh.edu ing is equivalent to an expansion of a more detailed fundamental
“This paper is dedicated to Professor Hyun-Ku Rhee for his pioneeringnodel in terms of one or more small parameters representing sep-
contributions to our understanding of hyperbolic systems. aration of length or time scales in the original model. In such an
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Hyperbolic Models for Dispersion 319

expansion, the lowest order term is the simplified model while high-  Averaging Eqg. (1) over the domdhand use of divergence the-

er order corrections modify the model, just as the terms in the Taylobrem gives

series expansion of a scalar function of single variable, by includ- :

ing the small but significant physical phenomena such as local ve- 02,16 pp7), $olF0. ©)

locity gradients and molecular diffusion, finite rate of adsorption, etc. For obvious reasons, we shall refer to Eq. (5) eavisaged model
In the next section, we outline our spatial averaging techniqueTo write it in a more useful form, we express c as

In section 3,'We examine in some qleta|l the glassmgl Taylor-Ans c(%y,2 1) =02 )¢ +C(X, Y, 2, D), ©)

problem of dispersion of a non-reactive solute in laminar flow in a

tube. In section 4, we derive low-dimensional hyperbolic modelswhere

for chromatographic columns. Section 5 presents low-dimensional 1

models for tubular reactors with homogeneous or catalytic reac- @:D=A—EI'J'Q c(x, Y, z Ydxdy =L¢, ]

tions. In the last section, we discuss some advantages and possible

extensions of our approach. is the spatially averaged concentration (over the dofeitt fol-
lows from Eq. (6) that
THE LYAPUNOV-SCHMIDT METHOD e'CF e, @,O=0. @)

FOR AVERAGING OF PDEs ] ]
For obvious reasons, c'(X, Y, z, t) will be referred to alodakvar-

The Lyapunov-Schmidt method is a well known and widely usediation. The Lyapunov-Schmidt procedure uses orthogonal comple-
technique for dimension reduction and bifurcation analysis near &N€Mary spaces in the domain to split ¢ as given by Eq. (6). Simi-
zero eigenvalue [Golubitsky and Schaeffer, 1984; Balakotaiah ef2: in the codomain, Eq. (1) is satisfied iff
al., 1985]. However, only recently Balakotaiah and Chang [2003]  EF(fxy, +c') =0, ®)
showed that this method is also an excellent spatial averaging tech- .
nigue. Some examples of spatial averaging using the L-S method (I ~E)F(CeLy, +c) =0, ©
were presented by Balakotaiah and Chang [2003] and Chakrabortyhere E is the projection operator oréngeL. The complemen-
and Balakotaiah [2002] and Balakotaiah and Chakraborty [2003]tary projection (ont&erL) is given by
We review here the methodology of the L-S procedure briefly (and

in a more general form) and refer the reader for further details to (I ~B)F =IF ¢l (10)

the cited references. Then, Eq. (9) is identical to Eqg. (5), which may be written as
We consider a nonlinear partial differential equation of the form [(x,y,2,t, (&1, +C' p,p°), Wy 0. (11)
F(c, p=0°c —pf(x,y,z t,c, p,p*) =0, 1)

Simplification of Eq. (8) gives
where c(X, Y, z, t) is a concentration variable dependent on the local

coordinates (x, y) as well as other independent variables zZ@nd t, L€' =Pf(x.y,z,t el *c! le') )
is the diffusion (Laplacian) operator in the local coordinates x and —pO(x.y,z,t, [ell, +c', p.p°), Yol 12)

y in a regior(2 subject to either zero flux or periodic boundary con- We refer to this as thecal equation Since L rangelL. —rangeL
ditions on the boundag(). The parameter p is assumed to be small js invertible, it follows from the implicit function theorem that the
and is the ratio of local diffusion time to (global scale) convection |ocal equation (Eq. (12)) with the constraint given by Eq. (7) can
time. fis a non-linear operator that accounts for large scale mixinge solved uniquely for ¢’ in termsl@f] . Substitution of this in Eq.
(diffusion) and convection effects as well as the source/sink termsg11) gives the reduced or averaged model.

due to reaction, adsorption, etc. It is assumed that f has a Taylor se- The local equation may be solved perturbatively for c'. Writing

ries expansion in terms of p and the parampteaspearing in f are

of order unity. o= i nc, (13)
We note that the diffusion operator with Neumann boundary con- =

ditions is symmetric and has a simple zero eigenvalue with a conge get

stant eigenfunction. Equivalently, the eigenvalue problem

Le,=f(Lelipo, 0,p") ~H(eliy, 0,p7), Yolily; [&[FO, 14
Ly=0"¢=-pyin Q, (@)
_ Lc, =D f(Lelif, 0,p") (e, +D,f([elif,, 0,p)
Hwth =0 onoQ @ = [D.F([ET1, 0,p") (&, ~D,f([6TWo, 0, "), Yol
is self-adjoint ((=adjoint operator=L) with a zero eigenvajye0 =0; L0, (15)

and a constant eigenfunctigi(x, y)=1. Moreover, for31, >0

etc. Taylor series expansion of Eq. (11) gives
and for all 0, the eigenfunctiongi(x, y) can be chosen to satisfy Y P a (g

the orthogonality condition (@, 0, p°), Wl (D F(Cl, 0, p°) [, L] %
1 0o, i#j . 1 N et u
[ﬂp,,(,UJD:A—J'J'Q(,U,(,UJdXdy:dJ :%2, !¢J. @ +pD,f (L0, 0,p ),wOBFEEIDif(EcD%,O,p )c', ¢, w0 %

a Li=. )
a
2 « ' l 22 * =00
As shown below, these properties can be used to eliminate the spa-+pEDCPf(@Ew°’o’p )", Y3 50" D,f (L6046, 0, p7), Yo .. ot
tial degrees of freedom in Eq. (1). (16)
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320 V. Balakotaiah

[For simplicity of notation, we have written f(x, y, Z&[i, 0,p) centration variables will be referred to as ttveo*mode modgl
as f(ely, 0,p").] Thus, the averaged model to ordeispgiven and is convenient for physical interpretation of various limiting cases
by as well as to extend the range of validity by a procedure cadled
ularization
(604, 0,p"), Yo pIDA(RIL 0.p) B D The above averaging procedure described for Neumann bound-
0 ary conditions may be extended to Robin boundary conditions

2
+PID,f (B0 0, ). Yo+ 5 IDLF (B 0P Hew ). Yol E

2 2 * 2 * D
+P D (W0, 0,p) 18, Yo pIDCF (1614, 0, ) 8z, %D% where Da is a (reactor scale) Damkohler number (which is of or-
+%p2E|D§pf(EiEdpo,O, p), W ...=0 % der unity) and,(c) is some nonlinear function describing reaction
' or adsorption at the wall. Wher+0, the local gradients vanish
and the leading order operator remains the same. Thus, the split-
ting given by Eqg. (6) is again valid. However, for this case, the aver-
aged equation as well as the local equation may contain extra terms
that appear due to the inhomogeneous boundary condition at the

Octh +pDar,(c) =0 onoQ, (20)

Here, Of, D, D.f, Df are the Fréchet derivatives of the non-
linear operator f and 3-(c, G), is a symmetric multilinear form.

The following observations may be made from the form of the
averaged model given by Eq. (17): (i) The (zeroth order) first term
is the averaged model to the lowest order and can be obtained ty)v,all.
setting ¢'=0 and p=0 in Eq. (11); (i) The second and third terms
represent the order p corrections. The second term arises due to elim-
ination of local spatial degrees of freedom. In physical terms, this
is the combined effect of the interaction of local diffusion and con- ] ) . .
vection/reaction. We shall refer it as Falor dispersiorierm. The As our first example, we consider the classical Taylor-Aris prob-

third term is due to order p effect that is already present in the fundem that illustrates dispersion due to transverse velocity gradients
tion f of the original model (We shall refer it to as A correc- and molecular diffusion and show that the inconsistencies associ-

tion term.). (i) If the Taylor expansion of f in powers of p has terms ated with the parabolic form of the reduced model can be removed

up to order p(c0), then the averaged model has to be derived toPY expressing the reduced model in a hyperbolic form. We also an-

order i so that all the physical phenomena present in the origina¥Z€ the averaged hyperbolic model and show that it has a much
detailed model are also represented in the averaged model. If thi2"g€r range of validity than the standard parabolic model with Danck-

is not the case, then some of the physical phenomena represent§s Poundary conditions. o

in the original model are not important and can be ignored: (iv) when The dispersion of a non-reactive solute in a circular tube of con-
Eq. (17) is truncated at ordef (o1), the truncation error' arises  Stant cross-section in which the flow is laminar is described by the
from two sources, the first being the truncation of the Taylor serieCOnvective-difiusion equation

of the averaged Eq. (11), the second being the trunca'.[ion error of 9C, ., _r’PC _D,0 6_CD+C ¥C.
the perturbation expansion Eq. (13) of the local equation. As we 3 %1 2ox 1 ar%arD ™2’
show in the following sections, the first truncation error may be zero . o L
in some practical cases (e.g. linear kinetics, wall reaction case, gith the following boundary and initial conditions:
solutal dispersion problems in which f is linear in c) and the aver- 3¢

A HYPERBOLIC AVERAGED MODEL
FOR DISPERSION IN CAPILLARIES

0<r<gx>0,t">0 (21a)

aged equation may be closed exactly, i.e., higher order Fréchet de- 3¢ =0@r=0.a (21b)
rivatives are zero and the Taylor expansion of f terminates at some |.c : c(x, r, 0)=f(x, 1) (21¢)
finite order (usually after the linear and quadratic terms in mostap- g.c: c(, r, t)=g(, t) (21d)

plications). In such cases, the only error is due to the truncation of . o . . .
the solution of the local equation. Here,U is the average velocity in the pipe, a is the radius and D

While it is always possible to obtain a single averaged equatioﬂs the molecular diffusivity of the species. Defining dimensionless

in terms of &0 to any order in p, this may not be useful or what is’a1ables
desired in applications. For example, in chemical reactors or chro- Tt 2 -
.. . . 2:5 t:ﬂ E:[ p:_u Pe :ﬂj (22)
matographs, it is not the spatially averaged concentré&tioh () that L L a LD, D,
is measured experimentally but the so called “cup-mixing” or veloc- ]
ity weighted concentration defined by we can write Eq. (21a & b) as
- 10 0C_ [9C 0 _20C_ p &°C],
Ca =LE(X, Y, Z 99(X,Y), Y] (18) LC—EaE 3¢l p[at *2(1-8)5> péazz}
where g(x, y) (withigO £y, ¢, =1) is the local velocity profile. The ocC —0@E=0,1 23)
relationship between,@nd¢[] may be obtained from Eq. (6) as 0¢ ’
c(z) =60z, 1) + (X, y) ', Yol (19) Here, p is the local (transverse) Peclet number, which is the ratio of

transverse diffusion time to the convection time.i$*¢he radial
Now, the averaged model is defined in terms,aired (€] by the  Peclet number (ratio of transverse diffusion time to a convection
global Eqg. (11) and the local Eq. (19), with ¢' defined by Eq. (13).time based on pipe radius). We assume that p<<1 whileder-
This form of the reduced model, expressed in terms of two conder unity. The parameter ®e=T L/D,, is also known as the axial
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Hyperbolic Models for Dispersion 321

Peclet number. Also note that for any finite @etube diameter,  which is often measured in experiments, is more relevant in appli-

the axial Peclet number goes to infinity as p goes to zero. In physicalations, we write the reduced model in terms,pf C

:erms, the cqndﬂyons@l and P,e|§ of order unity imply that the oC, 0C, . pd'C, p 'C, o

ransverse diffusion time,{a/D,) is much smaller compared to P + 3 + 18979t = +0(p’) =0 (31)

the convection time_ &L/T ) and the axial diffusion time4"/D,). z 20t pg 0z

When such scale separation exists, we can average the governikige note that this averaged model is hyperbolic. The third term in

equation over the transverse length scale using the L-S techniqugg. (31) represents the Taylor dispersion term, due to velocity gra-

and obtain averaged model in terms of axial length and time scalesdients and transverse molecular diffusion, while the last term is the
We note that the transverse operator L is symmetric with respechris correction term, representing the influence of axial molecular

to the inner product diffusion. In dimensional form, the reduced model may be written

as
(v,w) =[;2&v(Ew(&)dE

9C, 4 3,9 0°Cc 0°C

. . . . . . -0+ i 0 —D —2=0; t>> t,X>>A,, 32
It has a zero eigenvalue with normalized eigenfunction of unity. 0t 0x °oxot ax? b ° 2
We define the mixing-cup (velocity weighted) and spatial average, here the local diffusion or mixing time is defined by
concentrations by

2

_ &
Co=[ 46(1-E)C(&, 2, Ddé (24a) > =28D;, 33)
ECD=J’; 2C(&,z,1)d¢ (24b) The corresponding local length scale is givempyllld, while
) ) the diffusivity may be written as 2[UC,. We note that axial mo-
Transverse averaging of Eq. (23) gives lecular diffusion can be neglected whefsP48. In such cases, Eq.
arCl, 3G, _ _p_62ECD:O 5) (32) simplifies to
ot 0z pe& 97 2
¢ %, + e +rut, £ = @)
We note that when p=0CO =@nd substitution of this into Eq. t X xot
(25) gives the leading (or zeroth) order evolution equation for then his famous paper, Taylor [1953] used the leading order approxi-
averaged concentration: mation
oLCO, 9LCTT_ 9C, _ Cy
at oz O (26) 5 -—m%
To obtain the averaged equation to order p, we write to express the mixed derivative term as a dispersion term and Eq.
C(&z 1Y) =[Cz 1) +C'(§,zt); ClkerL en  (B4as
and solve for the slave variabl§&; z, t) in terms of COl (z, t) us- 9C,y , 9% = 9Co D,, =M, (35)

1 eff ]
ing the procedure outlined above. To leading order, we have ot 0x ox’

In the literature, R is also known as the Taylor dispersion coeffi-
} +0O(p") (28) cient. However, the approximation used by Taylor transforms a hy-
perbolic equation into a parabolic equation. In the chemical engi-
Substitution of this in Eq. (27) and transverse averaging (after mulneering literature, this approximation is made worse by the further
tiplying by the velocity profile) gives the local equation relating C requirement of an artificial boundary condition at the exit of the

ocml &, &

ClEz)=P5 11272 8

and[C[: tube. During the past fifty years, the parabolic model with Danck-
30 ac werts’ boundary conditions is used extensively to describe disper-
C, [CCF- Z%F +0(p’) = _Z%sa_zm +0(p) (29) sion effects in chromatographs and reactors. We show here that the

hyperbolic form of the model is more accurate, retains the proper
This local equation, when written in dimensional form, defines a charphysics, can describe dispersion effects more accurately than the
acteristic transfer time between the slowly evolving mqgend the parabolic model and is valid in a much larger domain of the phys-
slave mode (G- [CL] Thus, the averaged model to order p is given ical parameter space. A good analogy between the parabolic and
by hyperbolic models is the approximation of the functidfoe smalll
orCD, 0C, __P_@D—O " X by f,(x)=1-x a?d ;t(>(()):bl/(1;x)f.. Both approximati%ns P:(avs the
&0z pdoz (30a) same accuracy for»0 ut the first approxmatlop reaks down
P e gughtatlvely for x>1 while the second approxmatpn is valid qual-
Cn —ECD=—Z%¥ (30b) itatively for all x. The second (Pade) approximation is a regular-
ized version of the first function. This regularization is closely con-
We can combine these two equations to obtain a single equationected with how we write the local equation. Though the local equa-
either for G, or [CO In this specific example, the model is linear in tion is an infinite series in powers of p, we can truncate it (often at
the concentration and hence bofheBd[CO satisfy the same equa- the first term) and rewrite it so that it is qualitatively valid for all
tion, as they are linearly related. Since the cup-mixing concentratiorvalues of p.

Korean J. Chem. Eng.(Vol. 21, No. 2)



322 V. Balakotaiah

When the Taylor approximation is used in Eqg. (32) the averagedvhere P is now the effective local Peclet number defined by
model is again parabolic but now the effective dispersion coeffi-

ient is aiven b _i _ &dwd _[iJri}:
cient is given by L 48LD, mEIL P s P
2
De =it + 4 8@;}@ +D,, and is the ratio of effective transverse diffusion time to the convec-

tion time. Hereatter, we shall refer to the paramttas the dimen-

This result was first derived by Aris [1956] using the method of sionless dispersion coefficient (The dimensional dispersion coefficient
moments. While the resulting model now includes both the effectds D.=[UC,).
(axial molecular diffusion and dispersion caused by transverse veloc- The exit concentration {z=1, t) for the case of a unit impulse
ity gradients and molecular diffusion) it has the same deficiency agDelta function) input (f(z)=0, g(t)ét)) is known as the disper-
the Taylor model, i.e. converting a hyperbolic model into a para-sion, or residence time distribution, curve. For the hyperbolic mod-
bolic one. el, this can be found either by Laplace transformation or from the

We note that when 3<[3t, or equivalently, the radial Peclet general solution of the model (see Balakotaiah and Chang, 2003
number Pe>6.93, axial diffusion can be neglected. The local Pecletfor a general analytical solution of Egs. (38)). It is easily seen that
number p, which is equal to Rienes the aspect ratio (a/L), can be the Laplace transform of the dispersion curve is given by
small even when P&6.93 provided the aspect ratio is sufficiently
small. Thus, the conditions Pe6.93 and p<<1 are usually satisfied  E(s) :Exp%— f FE (39)
in most tubular reactors or chromatographic columns. In such cases, o l*s
it is more appropriate to use the leading order approximation to moqN
ify the small axial dispersion term to a mixed derivative term and

hile the dispersion curve is given by

tr]
write the averaged model as E.(1) =C.(1,1 =Exp%— gE (1) +-+ '1%2? } (40)
aC, ﬂ’— 9°Cp _ . ,Dn_ d ,Dn
+ +—m
ot' = mﬂga ot' "0 BTt i 48D, o (36) We note that the second central moment (or the dimensionless var-

iance) of the dispersion curve is given by
Now, the averaged hyperbolic model, Eg. (36) defines a charac- op @)
o=

teristic initial value problem (Cauchy problem). To complete the

mOdel, we need to SpeCiM@nly along the characteristic curves Thus’ for P—)O, the variance approaches zero and the behavior ap-

x=0 and t=0. Thus, the initial and boundary conditions for the averproaches that of plug flow. For P small, Eq. (40) may be simplified
aged model are obtained by taking the mixing-cup averages of Eqqg

(21c) and (21d): i

1 0_(1-/4)°0
C.(%.1=0) = 48(1-EI(x RAE=S, () R i L “
Ca(x=0,1) = 48(1-E)g(RED)dE =y (1) (370)

When the assumption Be6.93 is not valid, it is better to leave the
averaged model in the more general hyperbolic form given by Eq
(31) or (32) with boundary and initial conditions given by Eq. (37).
The important point to be made is the hyperbolic forms of the aver:
aged model, either Eq. (32) or Eq. (36), have much larger domail
of validity than the parabolic form as shown below.

The L-S method can be used to derive the averaged model t
higher orders in p but we will not be pursue it here. In fact, since ou
averaged model at order p is also regularized, as explained earlie
higher order approximations are not necessary to see the qualit
tive behavior for all positive values of p.

Comparison of Solutions of Parabolic and Hyperbolic Mod-
els

We now present the solution of the hyperbolic model defined by
Egs. (36) and (37) and compare the solution to that of the classici -
parabolic model with Danckwerts boundary conditions. We use the
axial length and convective time scales to non-dimensionalize the
variables and write the hyperbolic model in the following form:

—~
=
N
m

9C, ,9C, , 0°C

3 oz ot O PRZP @) - .
Fig. 1. Dispersion curves predicted by the hyperbolic model, Eq.
Cilz, t=0)=f(2) (380) (38) for various values of the effective local Peclet number,
C.(z=0, t)=g(t) (38c) P.
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Hence, the dispersion curve has a peak at t=1 and is slightly asym- 9C, ,9C,, +Pazcm Y Pazcm =0 A= 48
metrical (but the deviation from the Gaussian curve is small). AsP 9t 9z ~ 0zot 0 ' P€
increases to 0.5, it can be shown by analyzing Eq. (40) that the peak . i
moves to t=0 and for any P>0.5, the peak remains at t=0. For ang?r the case of a.unlt |mpulse input. The Laplace transform of the
P>0.5, the dispersion curve has a slow decaying (long) tail and theliSPErsion curve is now given by
variance can exceed unity. Fig. 1 shows the dispersion curves for
different values of P. For simplicity, the delta function of magni-  E(s) =Exp
tude Expt 1/P) at t=0 is not shown in the figure.

We now compare the solution of the hyperbolic model with that
of the parabolic model used widely in the literature to describe disffom which we can obtain the second central moment (variance)
persion in chromatographs and reactors. The parabolic model witBS
Danckwerts boundary conditions, in dimensionless form, is givenby - =2P: P=P(1+))

(46)

(+sP—y/SP” +2sK 12)) +1g

; @)
0 2PA a3

(48)
2

o€ 9¢ =ia—c; 0<z<1t>0 (43a) This shows again that wharis small (or equivalently, Be-1), we

ot 0z PeyZ . o . . . .
19 can combine the small axial dispersion term with the mixed deriv-
Pedz -C=g(t) @z=0 (43b) ative term and simplify the general hyperbolic model Eq. (46) to
ac the simpler model Eqg. (38a). However, fovalues of order unity

— =0 @z=1 (43c) or larger, this cannot be justified. The inverse transform of Eq. (47)
0z can be found by integrating around the branch points but we wiill
C(z, t=0)=f(z) (43d)

not pursue it here. Instead, we show in Figs. 2 and 3 the numeri-
where Pe is the axial Peclet number. For the parabolic model witi§ally determined (using Matlab) dispersion curves for P=0.1, 1 and

f(z)=0 and g(t)=t), the dispersion curve is given by various values of. As can be expected, for smalalues, the qual-
itative behavior of the full hyperbolic model Eq. (46) is similar to
(e =2 o CPe_Pé€+42, 0 that of the simpler case &£0. Only forA>1, the peak value changes
B0 =C(z=1.9 PezlEngf 4Pe . and shifts to lower times.
JASIngA(P€E +4A)

e (44)  HYPERBOLIC AVERAGED MODELS FOR DESCRIBING
(Pe +4Pet+dA,) DISPERSION EFFECTS IN CHROMATOGRAPHS

where
We now extend the averaging method to derive hyperbolic mod-
cot/T. = JA,  Pe. n=12 els to describe dispersion effects in chromatographs. We consider the

Pe 4a/a;

The dimensionless variance can be found more easily from the Le
place transform and is given by

1.5 T T T T T

i
IR
i
i
i
i
i

F=2 -2 (1-¢" (45) P=0.1
"(—__’ A=10

We note that the variance for the parabolic model is always bound
ed between zero (for Pec or plug flow) and unity (Pe>0 or 1 4
ideal CSTR behavior). Thus, the parabolic model can only describ¢
dispersion behavior that lies between these two extremes. In cor i
trast, the hyperbolic model can describe the same behavior when
varies between 0 and 0.5 as well as the bypassing, stagnant regi
or solute retaining behavior (with long tails as in segregated lami-
nar flow) when P>0.5. For very small P, the dispersion curves pre
dicted by the two models are very close to each other but the hy 0.5}
perbolic model predicts an asymmetric curve with a slightly higher
peak than the parabolic model. In addition, the parabolic model pre
dicts upstream diffusion and infinite propagation speed. Both thest
non-physical phenomena are not present in the hyperbolic mode
which retains the qualitative behavior of the full model for all val-
ues of P. Thus, we conclude that the hyperbolic model describe f ,
dispersion effects better than the parabolic model and is valid ove % 1 2 3 4 5 6
a wider range of the physical parameter space. t

Before we close this section, we also present solutions of the fulkig. 2. Dispersion curves predicted by the full hyperbolic model,
hyperbolic model Eqg. (46) for P=0.1.

~
-
=
m
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4 T T T T T i("_(:

Dao
A = 48/Pe? a0¢
3.5¢ b I 00 _

- Bagi T C0 ¢ &)

(¢=129=-F -0} C.=CE=1z)  ©9)

3 ] with initial and inlet conditions

CE, 2, t=0)=C(¢, 2) (58a)
8z, t=0)=6,(2) (58b)
g | cez=0v=ce 9

Here, C€, z, 1) is the scaled solute concentration in the fluid phase,
C,, is the solute concentration at the wélls the normalized ad-
sorbed concentrationg@<1), K is the adsorption equilibrium con-
stant, p is the transverse Peclet nuribegpresents the adsorption
capacity (ratio of adsorption sites per unit tube volume to the ref-
erence solute concentration) and Bahe local Damkdhler num-

ber (ratio of transverse diffusion time to the characteristic adsorp-
tion time). We shall assume that p<<1 whiland Daare order one
parameters (In physical terms, this implies that transverse molecu-
lar diffusion and adsorption processes are much faster compared to
t the convection).

Fig. 3. Dispersion curves predicted by the full hyperbolic model, Transverse averaging of the above model using the procedure
Eq. (46) for P=1. outlined in section 2 gives the following averaged model to order p:

25K .

E(t)

2,9 4200 (60)
case of a single solute being adsorbed on the wall of a tube in which z

the flow is laminar. Assuming Langmuir adsorption and neglecting 5o 6
axial molecular diffusion (Pe>1), the governing partial differential Pt =Da[cw(1—6) _R} (1)
equations (assuming azimuthal symmetry) may be written as
ac 2[9C, _D, 0 10C Cu _ECD:pi’giDeri’giD 62)
o T T e g h Osr<ax>0 o) B oo
ac ac Cn I E%Laaltm_ 1%(%[ 63)
~Dn54(r=a 2 9 =k,CaCs ~kiCos 551 =0,2,1) =0 (50)
[Cz,t=0) =[Cy(¢,2)0) 6(z,1=0) =6y(2);
0C,, Cn(z=0,9=C,,,,(t) 64)

atu :kaCAwCs _deAs (51)
The averaged model is defined in terms of four variables (or four
C.,=Ci(r=a,z9: C,+C,.=C, (52) modes), namely, the fluid phase cup-mixing concentratigi tf@

) o o B fluid phase average concentratioBill ), the solute concentration at
with appropriate inlet and initial conditions. Hergakd k are the  the wall (G) and the adsorbed concentratiéh Gince the initial
adsorption and desorption rate constants apis@e solute con-  ang boundary conditions for the averaged model are obtained in
centration at the wall and the other symbols have their usual meafne same manner as the Taylor problem by taking transverse aver-
ing. Scaling the solute concentration using some reference inlet CoRyges of Eqs. (58a) and (59), we do not consider them any further.
centration (Go), adsorbed concentration by the total concentratiomae now consider various limiting cases of this model.
of sites G8=C,J/C), time, radial and axial coordinates as in the  For the case of p=0, which corresponds to adsorption, desorp-

Taylor problem (using convection time, tube radius and length, reyion and transverse diffusion time scales going to zero, we have
spectively) and defining dimensionless parameters

-~ = _ KO

_2GC, _KiCuo _azkaCAO Cn=C,=[Ch 6= 1+K[ICO (652)
r—ac— K= K Da = D , (53)

' " _ ’ _ " . and the above model reduces to the widely used zeroth order hy-

the dimensionless model equations may be written as perbolic model (with no dispersion) [Rhee et al., 1986]:

_10 3 0C_ [00 @ 00} 0[CO, o[CO %

LC=1zH R == +2(1-&)5= 54 4 — =
foirtas 0P ot 21 O3; (54) e r‘;t 0 (65b)

oC _, @E=0 - The first non-trivial case we consider is that of linear adsorption
FE B (55) and desorption. For this case, we h2wel and the model becomes
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linear. For small p, we can use the leading order approximation tent from the intuitively written models in the literature!

further simplify the model by eliminating the variablesa@d(CO The last case we consider is that of a flat velocity profile with
and write it in terms of C Langmuir adsorption. In this case, the dimensionless model equa-

oc,, 1 aC, o 5c, 5 . tions are given by

ot (1t+y oz 0z0t 10 39CH_ [a_c +a_c} 70)

1146yt 1 caetae0 Plat "oz
Nl (66b)
48 (1+y)? Da(1+y)? 5
C_ -
y=I'K =2ka_C° (660) 0_5 =0 @E =0 (71)

a kg

Since the model is linear for the special case considered, the same ia_c( £=1,z Dz_f [C (1-6) _Q} C.=C(£=1,2,% (72)
equation is also satisfied by the other three variables. The follow- Dads o 2L K] o

ing observations may be made from Eqg. (66b) that expresses the 0

dimensionless dispersion coefficiefit (i) the first term describes P =Da[cw(1—6) —d (73)
dispersion effects due to velocity gradients when adsorption equi-

librium exists at the interface. We note that this eXpreSSion was ﬁrSNOW’ because of flat Ve|ocity prof"e, the distinction between cup-
derived by Golay [1958] for capillary chromatography with a reten- mixing and averaged concentrations disappears and the averaged

tive layer. (ii) The second term corresponds to dispersion effect$nodel to order p may be expressed in terms of only three variables
due to finite rate of adsorption, since this term vanishes if we asfthree-mode form) as

sume that adsomption and desorption are very fast so that equilib-
rium exists at the interface. (iii) the effective dispersion coefficient 9LCC], OLCLI, 06 _ (74)
reduces to the Taylor limit when the adsorption rate constant orthe 0t 9z 0

adsomtion capacity is zero. (iv) As is well known [Rhee et al., 1986], 0

the effective solute velocity is reduced by a facton)1¢v) For Pt =Da[Cw(l‘9) ‘d (75)
the case of irreversible adsorptigr{c and Da— »), the disper-

sion coefficient is equal to eleven times the Taylor value. It is also
equal to the reciprocal of the asymptotic Sherwood number for mass
transfer in a circular channel with constant wall flux boundary con-
dition. (vi) When the local Damkohler number is small (adsorption FOr the special case of linear adsorption, we can combine these equa-
is slow or capacity is low)) can be large, leading to long tails in  tions into a single hyperbolic equation

the dispersion curve.

_ pRLCO, 0LCLH
C.mEF i 750 (76)

orco, 1 ored, 0°IC_

The second limiting case we consider is that of Langmuir ad- +pA =0 (77a)
. . s . . . ot (1+y oz 0z0t
sorption with equilibrium at the interface. In physical terms, this
corresponds to adsorption and desorption being very fast compared A A N (77b)
. . . . . . . 2 2
to transverse diffusion and convection. This assumption is equiva- 8(1+y* IDa(1+y)

lent to assuming De-e» and replacing Eq. (61) by Comparing Egs. (66) and (77), we see that the adsorption induced

dispersion is independent of the velocity profile. We also note that
for the case of flat velocity profile, there is no dispersion whén
When equilibrium is assumed at the wall, we can elimGaied

C.. and write the averaged equation as

0= KC,

T1+KC, ©7)

Combining Egs. (62) and (63), we get

_ d[CO, 11 [CO_ . _ pdC, . 11pIC, )

=c +R0 L 1O L~ PO | 2P0

Co=Co*6r 48 0z Cn 6ot 48 oz o) (69 pKOLCL, pKILCL O

8 ot 8 0z [%:o
KA[CO. pKoC

N pKOLCO, pKALCL

KICY 5t "8 oz O

a
orco, orc, o U KICH
Thus, we can obtain the following single evolution equation forthe gt 9z ot
cup-mixing concentration: %l

(78)

9C, ,9C, , pd°C, , pIC,

ot oz T2a ¢ 160zt As expected, for p=0, this model reduces again to the zeroth order

hyperbolic model, Eq. (65) but for any finite p, it does not simplify

% KC,, +PKIC, , 11pKC, O to any of the standard models in the literature.
+r§tm 6 K%tc ﬁ Zazc = (69) The order p terms that appear in Egs. (69) and (78) modify the
%+KCm +%a—tm +—42—a—;% leading order hyperbolic behavior by introducing dispersion (which

is always present in real systems due to velocity gradients and/or
This equation reduces to the zeroth order hyperbolic model (Edfinite rates of adsorption). As is well known in the literature, the
(65)) for p=0. It also reduces to the hyperbolic model treated in thdeading order hyperbolic models may have discontinuous solution
previous section for eithér=0 or K=0, after combining of the third  profiles [Rhee et al., 1986]. As stated in the introduction, in the lit-
and fourth terms using the leading order approximation. For finiteerature, these models are often modified by adding a dispersion term
p, I and K, this rigorously derived averaged model is quite differ- and transforming them to a parabolic form. The above analysis shows

Korean J. Chem. Eng.(Vol. 21, No. 2)
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that the parabolic form of the reduced model is not only a poor ap- dc,
proximation but also cannot be justified based on physical grounds 0z
(and rigorous derivation). The Lyapunov-Schmidt method of aver- ¢, =C.o(z), @t=0. (84c)

aging modifies the zeroth order hyperbolic models by adding ordewe now consider some important limiting cases of this model. First,

p corrections and gives the averaged models in multi-mode forr’nWe note that for p=0¢0) =@nd the model reduces to the zeroth

In Some specigl cases (e.g., linear adsorpti.on or equilibrigm at th‘cairder hyperbolic (plug flow) model. When axial molecular diffu-
wall) it is possible to transform them to a single hyperbolic equa- sion is negligible, it reduces to the hyperbolic model:
tion containing the dispersion effects. When this simplification is '

not possible, it is best to leave the averaged models in multi-mode dc, | dc,, A dc,

=0, @z=1, (84b)

o ) . . +D =0 85
form, which is more convenient for numerical solution. ot 0z ~‘Tozot ar(te) (853)
ac
ec, =Ap—=—= 85hb
HYPERBOLIC MODELS FOR DESCRIBING Cn =P, (85b)
DISPERSION EFFECTS IN CHEMICAL REACTORS 6.26,..() @ 2=0: =6.42), @ t=0, 6)

In this section, we present hyperbolic low-dimensional averagedvhere/\,(=1/48) is now the dimensionless (local) mixing time. Un-
models for tubular homogeneous and catalytic reactors. Again, wéer steady-state conditions, this two-mode model can be further sim-
skip algebraic details and focus on the results and their physical inteplified to

pretation. dc,

1. Homogeneous Tubular Reactors A =-Dar([&), with GJ,-,=Crin (87a)
As our third example, we consider the problem of fully devel- dc.

oped laminar flow in a tube with a single homogenous reactien A [e0-c, =A,p7; = ~/upDar( L), (87b)

B. For a constant density system, assuming azimuthal symmetry,
the scaled concentratiorécg, t) of species A obeys the convec- which in dimensional form may be written as
tion-diffusion-reaction equation: C

W2 =-R([C,J, with G- =Cprin 88a
10 p0co_ [@ __P_a_ZC +2(1_Ez)@ +Dar(c)} (79) dx (IC.0, wi A= ! (884)
0¢00¢0 Mot pear az [CO-C,y =1, R(CC,D, (88b)

where Da is the reactor scale Damkohler number defined by where t,=/,(&/D,,) is the local mixing time. The solutions of the
two-mode model given by Eq. (87) should be compared to the par-

(80) abolic axial dispersion model with Danckwerts boundary condi-
tions [Danckwerts,1953; Wehner and Wilhelm, 1973]:

_LR(CY)

Da=T7

and other parameters have their usual meaning. Heig,s6me
reference concentration which may be taken as the inlet concentra- B g
tion. As in the previous problems, we assume that p<<1 while Da edz z

and Peare order one parameters. The boundary and initial condi- 1 debl et[e,0 @z=0; OIEj:o @z=1 (89b)
tions on the model are given by Pedz dz

2
A d el dwehl by =0: 0<z<1 (89a)

As in the Taylor problem, the exit concentration predicted by the

E%Zg_(z: =u(é)[c —cu(é)]@z=0, (81a) Danckwerts model is always bounded between the two limiting cases
dc of plug flow (Pe=0) and CSTR (Pe=0). This is not the case for
3 =0@z=1, (81b) the two-mode defined by Egs. (87). While fer the solution

ac approaches the plug flow limit, as p increases the conversions can
3 =0@¢=0,1 (81c) be below those obtained in a CSTR. This is the so-called mixing
c(¢,2,t=0) =co(¢,2). (81d) limited asymptote which is similar to the mass transfer controlled

case for the case of catalytic reactions. The single mode Danckw-
Transverse averaging of the above model using the procedure ougrts model cannot describe (even qualitatively) this mixing- or micro-
lined in section 2 gives the following two-mode model, involving mixing-limited regime. Thus, we have shown that the hyperbolic
the spatially averaged concentratiagii]  and the mixing-cup contwo-mode model has a much larger region of validity than the par-

centration g to order p: abolic model with Danckwerts boundary conditions.
8, .0c, . pd'e, p d'c 2. Tubular Catalytic Reactors
o —m oy - om - om g +0O(°) = i i i - -
ot 0z 48070t pé oz Dar([e) +O(p’) =0, 82 The last case we consider is that of a single wall-catalyzed reac

tion A—B in a laminar flow tubular reactor (e.g., a catalytic mono-

B¢, = poc, , o) (83) lith). Thg governing cqnvecuon-d|ffu5|on-react|on (CDR) equation
480z for species A is now given by
with boundary and initial conditions given by 19 pdcr_ [dc _ p oc, dc
T Emt=p = - B S 401~ ) 90
N fztoe ot paor AT ag) (%0)
LS =c, ~c..u(t), @20, (842)

pgoz
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case of homogeneous reactors. However, as the reaction occurs wiith negligible axial diffusion (Pe>1). For this case, Eqgs. (94) or
the tube wall instead of the bulk, the boundary condition at the tub€95) reduce to the two-mode form
wall is not Neumann as in homogeneous reactors, but of the form:

Cy —Cn_dG, .

= =—"=-Dayf,(C,), With C|,;=Crin- (96)
o - rilpg 9z -
FE p > 2 (c)- (91) Oag O

In the above. equations, is the surface/iwall concentration of spe- |n this form, the two-mode model is identical to the classical steady-
cies A, 1(c,) is the dimensionless intrinsic rate of surface reaction, state two-phase model of a tubular catalytic reactor with negligible
Da, is the reactor scale Damkéhler number, which are given by axial dispersion. There is also a striking similarity between the two-

60 =0, = B0 C, ., mode models for homogeneous reactors and two-phase models of

catalytic reactors in the practical limit of B€l. This can be seen
-RJCu) :
w(G) R,(C)’ when the steady-state models are rewritten as
—2LR.(Cg) dg, _[Cc
D -~ 92 _c"‘ = M == i =
& &G, ©2) dz Ap Dar((d), with Cy),-o=Cpin
while the other symbols retain their usual meanings. We assume  (Homogeneous Tubular Reactor) ©n)
that p<<1 while Peand Daare order one parameters. dey _Cu™
i igen- o S =-Day,(C,), With G-s=Cpin
It may be noted that the above set of equations has a zero eigen- gz ~ A,p
value and a corresponding constant eigenfunction for p=0, making  (Tubular Catalytic Reactor) (98)
spatial averaging by L-S technique possible. Using the averaging
theory outlined in section 2, we obtain ¢ as where/,=1/48 and/\,=11/48. The reciprocals of these numbers
are the asymptotic Sherwood numbers or dimensionless mass trans-
2. . .
C(Ez 1) = p ... J +pDaer(E:DF _& } +O(ph). fer coefficients for exchange between the two modes. We can now
12 4 8 8 4 see the one-to-one correspondence between the two-mode models

- 0& _ i LE.87, 1_&7 n of homogeneous reactions and the two-phase models of catalytic
3 pDar.(t¢.0 o(p), (93) : . : )
z| 12 4 8 8 4 reactions. For example, just as the reaction rate in the two-phase

and the spatially averaged low-dimensional model to O(p) as ~ Mdel is not evaluated at the mixing-cup concentrafjdouc at
the wall concentration,csimilarly the reaction rate term in the two-

oLel], dc, __p_azﬁﬂJrDasr () =0 (94a) mode model is evaluated at the spatially averaged concentration
ot 0z p¢ o7 " ’ [el. Also, analogous to the dimensionless two phase transfer time
_ in the two-phase model is the dimensionless local mixing time
Cu™ E:D=-p— F-’Dasrw c,) tO 94b (%) !n
240z (c) +O(p), (940) (/) in the two-mode model.
¢ —[E0=- poc, ., Bpar.(c,) +0() (94c) .The sggond Iimiting case we consider i§ that of linear kinetics
480z 24 with negligible axial diffusion (Pe=>1). For this case, the averaged

We note that the averaged model is now expressed in terms of thr&&0del can be written in terms of the cup-mixing concentration as
modes: the cup-mixing, spatial and wall concentrations. The cup- @ @ @
mixing and wall concentrations are necessary to describe the mass|, 11%5, ac, 16 |dc, _p_1+2_402Cm Da,  _
transfer between the bulk and the wall while the two maogasdt 3 +§ at N P 9z +48 @(ﬁ * qicm =0
[eCdescribe the micromixing that occurs in the fluid phase, due to 4= 1*s 1*e 1*e
transverse velocity gradients and transverse molecular diffusion. (99)
Traditional two-phase models of catalytic reactors that use only the
wall and cup-mixing concentrations ignore this term which can behere
important in the transient operation of the reactor. The initial and 2 =ppq (100)
boundary conditions for this averaged model are same as those in
the case of homogeneous tubular reactor. is thg local Damkéhler number. For the cas@ef>0 (slow wall

It should be noted that it is possible to eliminatel  from Eg. reaction), Eq. (99) reduces to
(94) and write it in the following two-mode form:

ac, , oc, _p_0 Cun
) +—=+ +Dac,=0 (102)
_ drw dc, ,0c, . pdc, _p_a Cnn ot 0z 480zot
[1 dolG )} at "oz 18zt pdoz 0 Day.(c) =0 . L .
while for the case af?— (infinitely fast wall reaction or the mass
(95a) AT .
3 transfer controlled limit), it may be written as
¢~ =125 ~BDar,(c,) (95b)

160z ac, ,119c, ., p o°c, .8
m o == Em o m 4= =
at 6oz 1adozat pm 0 (102)

In this form, the applicability of the model is limited to the param-

eter range in which the term in square bracket does not vanish. Weomparing this with the slow reaction case, we note that the effec-

now consider various limiting cases of this model. tive velocity has increased (by a factor 1.83); the dispersion coeffi-
The first limiting case we consider is that of steady-state limit cient is reduced by a factor 3 while the apparent reactor scale Dam-
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kdhler number changed from Da 8/p. phase reactors). In addition, though we have derived the averaged
The last limiting case we consider is the practical case of longmodels for chromatographs and reactors, we have not presented a

tubes where the axial dispersion term may be neglected. For thidetailed analysis or solutions of these models. This will be pursued

case, it is more convenient to write the three model given by Eqin future work.

(94) in the following form

okd 2 ACKNOWLEDGMENTS
= -21-86,-3c) (103a)
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2 p [4Le3c,—c,] (103b) dation and the Dow Chemical Company. The author is thankful to

04 Mr. Karthik Ramanathan for his help with the figures.

F[SMZ% —c,] =Day.(c.) (103c)
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